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Abstract 

Virtualization is one of the key components during the performance evaluation of network 

enabled environment including distributed computing, cloud computing, grid computing or 

pervasive computing. In the classical aspects, it is difficult to perform the implementation at 

physical devices all the time in the research and development process. The network 
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administrators and forensic teams are working on software defined networking (SDN) using 

which the network components can be controlled and managed using virtual infrastructure and 

suites. On the physical implementation viewpoint, the single error or oversight can damage the 

entire network integration. Now days, the advent of SDN products are being used in the research, 

development and corporate industry so that the effective control including routing, scheduling, 

security and related algorithms can be implemented on real networks. In this research paper, a 

unique and pragmatic implementation of the virtualization is done using mininet-openflow 

integration to evaluate the performance of network and data packets transmission. The mininet-

openflow network is being used to get the effective and real-time results using virtual machines 

on different types of network topologies. 

 

Keywords - MiniNet, OpenFlow, Software Defined Networking, Virtualization, Open Source 

SDN Suite 

 

INTRODUCTION 

Software-defined networking (SDN) is the unique and effective technology for the development 

and integration of agile as well as flexible network infrastructure using virtualization in the 

contemporary data centers. 

 

Software-defined networking is the approach towards computer networking which allows the 

network and digital resources administrators in managing the network services using higher level 

abstraction and effective functionality. This process is implemented with the use of decoupling 

of system which makes the decisions where data traffic is to be sent with the use the control 

plane. 
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In the current scenario and implementations, OpenFlow [1] is deployed as Software Defined 

Networking (SDN) technology. In SDN technology there is the decoupling of control and data 

planes in network [3][4]. A software based controller is responsible for managing the forwarding 

information of one or more switches; the hardware only handles the forwarding of traffic 

according to the rules set by the controller [5]. OpenFlow is an SDN technology proposed to 

standardize the way that a controller communicates with network devices in SDN architecture. It 

was proposed to enable researchers to test new ideas in a production environment [6][7][8].  

 

OpenFlow provides the migration layer for control logic from a switch into the controller. It 

presents a protocol for the effective communication between controller and network switches 

[9][10].  

 

 

Figure 1 – Software Defined Networking [2] 

 



International Journal of Computing and Corporate Research 

ISSN (Online) : 2249-054X 

Volume 6 Issue 2 March 2016 

International Manuscript ID : 2249054XV6I2032016-22 

 

 

 
 

Approved by Council of Scientific and Industrial Research, Ministry of Science and Technology, Govt. of 
India 

Registered URL : http://www.ijccr.com 
 

 

PROBLEM FORMULATION AND RESEARCH OBJECTIVES 

The existing implementations of the classical virtualization and network components 

management in a grid and distributed environment are very complex and less cost effective. As 

the cost is directly associated with the turnaround time and complexity, it is very important to 

keep track of these issues to overcome the flaws in network infrastructure management. 

 

There is the need of software defined networking using which the complete set of network 

components can be managed with efficiency and overall cost factor can be reduced a lot. 

 

Following are the research objectives in this work which are accomplished the simulation - 

• To evaluate the performance of SDN suite and associated virtualization 

• To perform the experiments on varying number of nodes and network devices 

• To calculate and analyze the turnaround time and round trap time in each simulation 

iteration so that the effectiveness can be measured. 

 

PROPOSED WORK AND IMPLEMENTATION 

Following tools are used for implementation of the complete virtualization scenario - 

1. Windows 7 (Host OS) 

2. putty (SSH Client) 

3. Ubuntu 14.04 (Guest OS) 

4. Oracle VirtualBox (Installation of Guest OS) 

5. MiniNet 2.2.1 

6. OpenFlow 

7. Floodlight Controller 

 

RESULTS AND DISCUSSION 
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To perform the implementation different scenarios and topologies of the network infrastructure 

are modeled and simulated. Using MiniNet and OpenFlow, the virtualization and remote 

connections are established. With the assorted topologies and simulations, following results are 

fetched and analyzed in tabular form which encapsulates the time as major parameter on multiple 

nodes topologies. 

 

 

Figure 2 – Setting up and Analyzing the mininet 
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Figure 3 – Creating the nodes and switches in mininet 

 

With the implementation of figure above, the following operations are performed at SSH Client- 

• Creation of 8 virtual hosts having separate IP addresses. 

• Creation of single OpenFlow switch in kernel having 3 ports. 

• Establishment of connection with every virtual host to switch using virtual ethernet cable. 

• Configuration of MAC address of each host equal to its IP. 

• Configuration of OpenFlow switch for connection to the remote controller. 
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Figure 4 – Viewing the network connections and configuration in mininet 

 

An easier way to run this test is to use the Mininet CLI built-in pingall command, which does an 

all-pairs ping: 

 

 

Figure 5 – Ping Reachability Analysis 
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Figure 6 – Initial ping request failed with 100% packets loss 
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Figure 7 – Creating bidirectional connections for ping 

 

 

 

Figure 8 – Measurement of time from ping request after connections 

 



International Journal of Computing and Corporate Research 

ISSN (Online) : 2249-054X 

Volume 6 Issue 2 March 2016 

International Manuscript ID : 2249054XV6I2032016-22 

 

 

 
 

Approved by Council of Scientific and Industrial Research, Ministry of Science and Technology, Govt. of 
India 

Registered URL : http://www.ijccr.com 
 

 

In the similar implementation methodology, the data packet transfer route is set from the nodes 

2-5 and 5-10. 

 

Following results are fetched from the simulation of ping from the nodes in network 
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Figure 9 – Measurement of time from ping request after connections for multiple nodes 
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Figure 10 – Proposed Architecture and Implementation Scenario 

 

 

Table 1 - Comparison of the Results in different network ping Scenarios 

Number of Nodes Average Round Trap Time (ms) 

3 (ping Forward) 0.329 

3 (ping Reverse) 0.195 

8 (ping Forward) 0.335 

8 (ping Reverse) 0.216 

10 (ping Forward) 0.367 

10 (ping Reverse) 0.219 

20 (ping Forward) 0.366 
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20 (ping Reverse) 0.206 

 

 

 

Figure 11 – Evaluation of round trap time after ping in multiple network topologies 

 

CONCLUSION 

With the use of software defined networking, the actual implementation and management of the 

network infrastructure is made easy. The base technologies behind the scenario are the 

virtualization and remote clients. In this manuscript, the implementation is done based on 

multiple simulation scenarios having different number of nodes, switches and controllers to 

analyze the performance. In the results and simulation, it is found that the reverse direction ping 

in secured shell client is taking less time rather than the streamline connection. If the 

bidirectional connection is set and established between x and y, in this case the forward 

connection ping is taking more time than the reverse connection ping. 
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